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Course Descriptions:
On completion of this course, the student will get familiar with identifying the scope and essentiality of
Data Warehousing and Mining. Students will be able to analyze data, choose relevant models and

algorithms for respective applications. Students will gain research interest towards advances in data

mining.

Course Objectives:
o To learn the fundamentals of Data Warehouse fundamentals, Data Mining Principles, features and

services.
. To understand the designing of data warehouse with dimensional modelling and apply OLAP

operations
o To identiff appropriate data mining algorithms to solve real world problems
o To understand different data mining techniques like classification, prediction, clustering and

association rule mining

Syllabus:
Unit I
Introduction, to Data warehousing, needs for developing data Warehouse,Data warehouse systems and its
Components, Design of Data Warehouse, Dimension and Measures, Data Marts:-Dependent Data Marts,
Independents Data Marts & Distributed Data Marts, Conceptual Modeling of Data Warehouses:-Star
Schema, Snowflake Schema, Fact Constellations. Multidimensional Data Model & Aggregates.

Unit II
OLAP, Characteristics of OLAP System, Motivation for using OLAP, Multidimensional View and Data
Cube, Data Cube Implementations, Data Cube Operations, Guidelines for OLAP Implementation,
Difference between OLAP & OLTP, OLAP Servers:- ROLAP, MOLAP, HOLAP Queries.

Unit III
Introduction to Data Mining, Knowledge Discovery, Data Mining Functionalities, Data Mining System

categorization and its Issues. Data Processing :- Data Cleaning, Data Integration and Transformation. Data
Reduction, Data Mining Statistics. Guidelines for Successful Data Mining.

Unit IV
Association Rule Mining:-Introduction, Basic, The Task and a NaiVe Algorithm, Apriori Algorithms,
Improving the efficiency of the Apriori Algorithm, Apriori-Tid, Direct Hasing and Pruning(DHP),Dynamic
Itemset Counting (DIC), Mining Frequent Patterns without Candidate Generation(FP-Growth),Performance
Evaluation of Algorithms,.

Unit V
Classification:-Introduction, Decision Tree, The Tree Induction Algorithm, Split Algorithms Based on
Information Theory, Split Algorithm Based on the Gini Index, Overfitting and Pruning, Decision Trees

Rules, Naive Bayes Method. Cluster Analysis:- Introduction, Desired Features of Cluster Analysis, Types

of Cluster Analysis Methods:- Partitional Methods, Hierarchical Methods, Density- Based Methods,

Dealing with Large Databases. Quality and Validity of Cluster Analysis Methods.

Course Outcomes:




